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Abstract

The ATLAS Data Acquisition (DAQ) and High Level Trigger (HLT) software system will be comprised initially of 2000 PC nodes which take part in the control, event readout, second level trigger and event filter operations. This high number of PCs will only be purchased before data taking in 2007. The large CERN IT LXBATCH facility provided the opportunity to run in July 2005 online functionality tests over a period of 5 weeks on a stepwise increasing farm size from 100 up to 700 PC dual nodes. The interplay between the control and monitoring software with the event readout, event building and the trigger software has been exercised the first time as an integrated system on this large scale. New was also to run algorithms in the online environment for the trigger selection and in the event filter processing tasks on a larger scale. A mechanism has been developed to package the offline software together with the DAQ/HLT software and to distribute it via peer-to-peer software efficiently to this large pc cluster. 
The findings obtained during the tests lead to many immediate improvements in the software. Trend analysis allowed identifying critical areas. Running an online system on a cluster of 700 nodes successfully was found to be especially sensitive to the reliability of the farm as well as the DAQ/HLT system itself and the future development will concentrate on fault tolerance and stability.

Introduction
ATLAS [1] is one of the LHC experiments that will start data taking in 2007. The ATLAS Trigger and Data Acquisition (TDAQ) system will be comprised of more than 2000 PC nodes which take part in the control, event readout, and trigger operations. An overview is presented in [2]. This high number of PCs will only be purchased shortly before the start of data taking. To prepare for this challenge, the Large Scale Tests (LST05) were performed in June and July 2005 running the ATLAS Data Acquisition (DAQ) and High Level Trigger (HLT) software system on the Cern LXBATCH [3] cluster. 

System and sub-system software tests as well as extended component tests were run on a PC farm size of up to 700 nodes thus representing about 30 % of the final system size. The integrated DAQ/HLT software system was run the first time on such a large scale and included the control, communication and database software, the event data flow software, Level 2 Trigger software (LVL2) and Event Filter (EF) software without algorithms. Tests including algorithms for event selection and event filter processing tasks were successfully run independently for the LVL2 and for the EF. Although focussing on the functionality aspects of the system, the tests included also selected performance measurements to allow for trend analysis. They were a follow-up of large scale tests run in previous years [4], increasing the scale this time by more than a factor two and allowing all sub-systems to be included.  The LST05 tests are described in detail in the test report [5].
TDAQ tests which include the final hardware components are being performed on a smaller size test bed focussing on the measurements of the event data flow performance and event building rates [6].
Test Approach and Setup
The Test Bed
The LXBATCH test bed at Cern was available for LST05 over a period of fife weeks with a stepwise increasing farm size from 100 up to 700 PC nodes.  These were equipped with 1 GHz up to 2.8 GHz Dual Pentium III processors, 512 MBytes to 1 GByte of memory running the Cern SLC3 operating system installation with selected system parameters adjusted to the needs of the tests. The Software was replicated on the local disk of each PC. The PCs were connected in groups of 22 via Fast Ethernet to local Fast Ethernet switches. Those were connected via Gigabit Ethernet uplinks to Gigabit Ethernet switches themselves being connected to the CERN network switching routers.

With the aim of using a coherent set of software releases of the DAQ, HLT and offline software throughout the testing period, the software needed for the HLT algorithm tests was installed on the local disk on each of the cluster machines separately in one large container file. This HLT image concept was developed successfully as part of the large scale tests. As software distribution method the peer to peer mechanism software BitTorrent was used successfully [7] A 2 GB file was downloaded to 600 hosts in less than 45 minutes, which is almost a factor of four faster than what would result from a sequential copy operation.
The Test Approach
The DAQ/HLT system functionality tests were performed for each increase of the farm size to verify the functionality at the given scale and to allow for early problem finding and correction.  
Collaborative tools like detailed working web page, electronic log book, and email lists and regular short status and scheduling meetings were vital. The test farm was in use on a continuous basis, in general, during the day shared amongst the testers for system integration, debugging and system tuning and during the night dedicated to specific and automated test runs.
DAQ/HLT processes, test programs and example processes were run which are already parts of the DAQ/HLT software release. The utilities comprised automatic execution scripts which also logged the measurements, analysis tools, farm management tools, command line execution on multiple hosts, and checks on the correct functioning of the DAQ/HLT system, described in the LST Web pages [4]. 
Operational sequence
The infrastructure software, which is comprised of control, information exchange and configuration database components provide the ‘glue’ to the TDAQ system. The information on all processes taking part in the data taking chain and their relationship, the control hierarchy as well as startup and shutdown dependencies are defined in the configuration database file. Various sets of sample configurations were constructed for the tests. These configuration files were then used to drive the tests. Starting with booted but idle machines, the tests simulate the start of data taking activities by creating all the server processes in the defined order and then cycling the system through the states prescribed by the run control finite state machine to simulate a data taking run. At the end of these cycles the system is shut down in an orderly manner and all the TDAQ related processes are destroyed.

Some operator transitions to mention here are: Setup: start infrastructure server processes and perform tests on the availability of the remote nodes and their process managers. Boot: start all other process according to the information in the configuration database. Configure: load data files and configure the processes which have been started. Start: enable the trigger and start data-taking. Each of the transitions described involves a number of internal state transitions which are invisible to the operator but allow for a finer granularity synchronisation of the system.
The setup and boot transition measurements allow analysing the process management. The configure transition is of special interest here: processes make heavy use of configuration database access and those  which include algorithms for event selection triggering or event filter tasks access the conditions database (CondDB) which contains the configuration for the algorithms and the geometry database of the detector.
COmponent tests and sub-system TESTS 
The tests for the sub-systems followed the operational sequence described above. Given the inhomogeneous network and PCs with a single network connection while in the final ATLAS design the data network will be separated from the control network, the aims of the tests are not related to throughput performance but concentrate on functionality and on trend analysis.
Component Tests 
Three Monitoring Services, namely Event Monitoring, Information Service and Online Histogramming, have been tested. These services form the basis of the ATLAS communication and monitoring system and the results of these tests can be used to estimate the overall monitoring system scalability and performance. They present very good values in particular for the Information Service with for example the of 50000 messages of 250 bytes from 3500 message providers to 15 receivers per second. Further details are presented in [8].
Tests have been performed for the Configuration Databases using OKS with relational backend as an evaluation for its future use in the final system. Final Atlas will require the configuration databases to describe in the order of 20 thousands objects. With the current approach the use of a single Oracle server via intermediate remote database servers (RDB) was under test. The total number of required RDBs varies from 30 to 100 which will be total number of racks aiming for one server per rack. In this case the database can be read by all RDB servers in a time interval from 15 seconds for the minimal size and number of RDB servers to 1.5 minutes for the maximum size and number of rdb servers The results show that this approach can be used with a layer of intermediate remote database (RDB) cache server. Some improvements are foreseen to be implemented on the OKS relational back-end side.
Tests with the CondDB Interface (CDI) showed that the existing Lisbon MySQL CDI work well while the new COOL-based CDI using Oracle show need for performance improvement. 
Tests in the area of Control were performed on a new implementation of the Controller, the Diagnostic and Verification system, the Integrated Graphical User Interface and the Setup component as well as detailed sets of measurements for the new components Access Manager and Log Service. While the new components show encouraging results and some observed shortcomings will serve as a basis for future developments. 
Studies of control configurations 
Detailed investigations were performed on the control and infrastructure aspect of the acquisition system. For these tests the controllers were controlling example applications in order to achieve measurements for the overhead of the pure control functions in the system. Those responded to state transition requests send by the controller but did not perform any other action nor included any burn time. The main item of interest was the trend curve for the state transition timing produced by a configuration set which increased the number of controlled applications in distinctive steps. Only one process was assigned to a node as far as possible and for larger scale and increasing number of sprocesses beyond 700, each  nodes was used for up to 3-4 processes. 
The first series of tests was run with a set of configurations controlling an increasing number of applications in a 3 level control hierarchy. A flat control structure was applied where one leaf controller controls one example application. This test verified that the control concept is ready to control the size of the final ATLAS TDAQ system. In order to determine the behaviour of the control overhead with increasing number of controlled applications, a configuration set with a balanced control structure was build: n intermediate controllers, each controlling n leaf controller, of which each is controlling n example applications with the largest partition size of  2744 controlled applications for n=14.
The Fig [1] shows the comparison of the trend curve for the flat controller tree structure with the balanced control tree structure for the 2 operator  transitions which together are comprised of 7 internal state transitions. The flat and un-optimized configuration shows a steep increasing line  which is due to the choice of communication mechanism between the controllers. It has meanwhile been replaced by a faster callback mechanism. The curve with the balanced controller tree structure shows after an initial minor increase a flat behaviour for increasingly larger configurations with the excellent value of 0,7 seconds for one internal state transition time for 2000 applications being controlled by 150 controllers. When realistic applications instead of example applications will be used, application specific actions will require times in the order of many seconds up to minutes for the state transitions.  The scaling behaviour of the overhead of the control functions is very well within the acceptable range.  
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Figure 1 State transition time comparison
Also the Boot transition showed with 20s for the 2000 processes which were distributed over the 700 nodes an acceptable value for the balanced controller tree over 100s for the flat controller tree. Optimization by distributing the process booting task improved this figure by another 25 %.
The setup component is responsible for the starting of the infrastructure processes for a given configuration thus the communication and database servers and the root controller. The correct status of the participating nodes and processes as well as the response of the process managers on the farm nodes is verified. The timing measurements show a steep increase with the number of nodes. This problem was revealing an inefficient algorithm in the state machine implementation and is being improved now.
The Event Building Farm
The full event building (EB) system in ATLAS is foreseen to involve 100 Sub Farm Input (SFI) PCs, the EB nodes, pulling data from 140 PCs hosting the Read-Out System (ROS). In LST05, the functionality of the EB systems could be constructed and tested up to the full ATLAS scale on 338 nodes. 

Small to large configurations were prepared which retained the foreseen ratio 3:2 of ROS to SFI nodes. Each ROS was hosting 12 READ Out Buffers (ROBs) of 1 kByte of simulated data. The SFI nodes were building complete events out of the 12 kByte event fragments pulled from the ROS nodes. The test runs showed a good timing for the state transitions. The start transition shows a value of 5 seconds for the full EB configuration. The tests verified successfully the functionality of the EB system. Throughput and performance  are being tested on a smaller scale test bed on the specific hardware [6].
High Level Trigger Tests 
The July 2005 Large Scale tests were the first opportunity for the ATLAS HLT to exercise the trigger software with real trigger algorithms on several hundred Linux machines. Therefore only a small number of algorithms were included in the tests.
Level 2 Tests
The Level 2 large scale tests aimed at investigating the concept of grouping LVL2 processors into farms and optimize the depth of the control hierarchy. A series of test configurations was exercised which  consisted of 100 ROS Emulators (ROSE), Level 2 processors grouped into 1-16 farms containing 8-64 nodes each running 1-8 L2PU application processes. There was one Level 2 Supervisor Process per Level 2 farm and the corresponding tree of controllers. 
MuFast was chosen for the Level 2 tests with algorithms. It finds and fits muon tracks and makes a trigger decision. This algorithm accesses the CondDB to obtain the detector geometry of the muon system. All L2PUs access the CondDB when running muFast quasi simultaneously when the Run Control sends the Configure command to the L2PUs. Each configuration contained a number of sub-farms each containing 1 L2SV, one controller, one configuration database server and 8 or 32 L2PUs. Normally each L2PU node was running one L2PU application. The total number of sub-farms was varied from 8 to 16 in steps of 2. 8 ROSes were feeding each L2PU, which corresponds to the final muon detector system. To provide data to the L2PU, each ROS was pre-loaded with a data file with 20000 single muon emulated events. A dedicated MySQL server was available for the access to the CondDB.
The time distribution in the L2PUs for CondDB overhead related actions in particular during the configure transition and for the actions inside the steering of the algorithms was established with the help of instrumented code. The Level 2 tests with the muFast algorithm have clearly shown that with this one algorithm and the partition sizes explored so far, the limits of one single MySQL server have been reached  and improvements are expected with multiple CondDB servers.
Event Filter Tests 

For EF, in the order of 1600 processing nodes will be running Processing Tasks (PTs) with offline event selection algorithms.
The EF tests with dummy steering focussed on the evaluation of possible scalability problems mainly related to the interaction with the online infrastructure like simultaneous access to configuration database, and transition time scaling. Investigations on the sub-farm size were performed. These tests were a follow-up from the large scale EF tests performed on the Canadien Westgrid faciliy in May 2005 [4]. During those tests the system initially failed to run on more than about 100 processes. It was identified as a problem in the implementation of the external CORBA communication software.
As for the Level 2 tests, special attention was given to the configure transition which includes simultaneous access of a high number of PT applications to the configuration database and to the CondDB. The efficient access to the configuration database was successfully established during the cause of these tests. Tests were performed with HelloWorld algorithm to compare the transition timing with the results from the tests with dummy steering and with the TrigMoore algorithm which obtains and  unpacks the  Level2 result and finds and fits the muon tracks to make the trigger decision. It was found that the effect of Athena framework is negligible. One dedicated MySQL server was available and one dedicated server for the tests with Oracle. The Configure transition for 200 PT processes when writing to a MySQL CondDB using 200 nodes was 116 s and when using the Oracle Conddb server it was for 300 s on 160 nodes. 
The Integrated System
All infrastructure components of the DAQ/HLT software were integrated sharing the available number of nodes in quasi-realistic proportions. No algorithms were run. The main focus was on functionality, operability and scalability of the data flow and control infrastructure of  integrated system. Seven configurations were prepared with growing number of components. The largest configuration which was run used 701 nodes and included 55 emulated ROS modules, 40 modules for the EB and the feeding of the data to and from the trigger farms, 110 L2PUs and PTs and the HLT dataflow and supervision processes and control and infrastructure components. Automatic tests could be run for smaller configuration sizes, though the largest partitions could only be run manually due to the instability of the system. Time out settings had to be adjusted in many places.  The setup procedure as described above revealed itself as not suitable at the large scale, taking many minutes for a system on 700 nodes. A node going down or dying processes would require the system to be re-started. The system was lacking fault tolerance features in this area. Less problematic at small scale, they are vital when running on a large scale given the important overhead in managing the system. 
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Figure 2 Integrated partitions with dummy algorithms

The control transition times were in an acceptable range with 2 seconds for a start transition on the largest partition as shown in Fig. [2]. The problems observed were only revealed running the system at this large scale. It was eminent that the most difficult step was to go from 500 to 700 nodes. 
Experience
Running the tests followed a spiral of problem finding, bug fixing or applying a workaround, tuning system parameters and finding new problems while going through the phases of increasing farm sizes. Solid test preparation and component testing prior to LST05 turned out to be vital and in areas where this had not been possible problems were experienced.
When exercising the DAQ/HLT system, a high number of failures were experienced. Those were due to the instability of the DAQ/HLT system and the vulnerability of a large computing farm.
Insufficient fault tolerance and recovery procedures were available specially when running in automatic execution mode. Given the high number of nodes and the even higher number of processes, rather frequently problems were encountered with disc space and access, remote login identification authorization, failing nodes or crashing processes without identifiable reason. A coherent tool set was missing to provide a global picture on farm, disc, and process monitoring, cleanup and repair. 
The leaf controller which is responsible for controlling directly the application crashed about every 1/10000 operations. The problem was very rarely observed on a small scale and was not reproducible. Running the system on a large scale involving a high number of transitions turned it into a reproducible thus traceable problem.
Testing the DAQ/HLT system on a large scale implies in particular the investigation of those operations which are critical to scale like database access and the state transitions. Several steps of improvements in adding the use of multiple configuration database servers, optimisation of the search mechanism and the access methods could be applied thanks to the intermediate results and measured performance trend curves. 
Conclusions

Running the DAQ/HLT system on a large scale during a period of fife weeks increased significantly the experience in the understanding of the system. The functionality could be verified up to ATLAS scale for a number of aspects like the controls, the information exchange, and the event building. Trend analysis allowed identifying critical parts of the system. The integrated DAQ/HLT software system with dummy algorithms was run the first time on a large scale. New was also to run HLT tests including Level 2 trigger and event selection algorithms on this scale. The tests and their result are described in detail in the test report [5].
An overall experience from running tests on a farm with up to 700 nodes is the impression that the complexity of the system and the potential for problems grows significantly with scale. Further development is now concentrating on improving fault tolerance and stability.
Another series of large scale tests on the LXSHARE test bed is planned for the end of 2006 as final software system verification just in time before the experiment startup in 2007. Preparative work and smaller scale testing is on-going.
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